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Grammar Induction

General Information

Organizer: Bryan Jurish (moocow@ling.uni-potsdam.de)
Office: II.24.180

Telephone: (0331) 977 2180
Office Hours: by appointment

Course Web Site:
http://www.ling.uni-potsdam.de/˜moocow/class/grammar-induction

Course Outline

Conventional syntactic theories assume a structure inherent in natural language
which is innate, i.e. known a priori by a human learner. Much work in computa-
tional linguistics has thus dealt with the formal characterization and implemen-
tation of such hypothesized innate linguistic knowledge. In this course, we will
focus instead on a posteriori (“unsupervised”) approaches to language learning
which assume minimal (if any) prior knowledge on the part of the learner.

After a brief review of the basics of probability and information theory, we will
discuss several alternative theoretical learning paradigms and their relevance to
natural language induction. The second phase of the course will be concerned
with the induction of lexical (syntactic) categories by means of clustering. The
remainder of the course will focus on the unsupervised acquisition of language
models – in particular stochastic finite state automata and stochastic context-
free grammars – by means of expectation-maximization, genetic algorithms,
alignment-based learning, and additional linguistically-oriented algorithms.

Course Requirements

• In-class presentation and written paper are required for acquisition of a
Schein.

• Topics for in-class presentations, papers, and programming projects must
be arranged with me.

• Students presenting a topic in class must meet with me to discuss the
respective topic at least one week before the presentation is scheduled.
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Course Syllabus

Week Date Topic(s) Reading

1 14.04. Administrivia

2 21.04. Probability Theory Manning and Schütze
(1999, Ch. 1,2.1)

3 28.04. Information Theory Manning and Schütze
(1999, Ch. 2.2)

4 05.05. no class
5 12.05. Learnability Gold (1967);

Angluin and Smith
(1983); Valiant (1984)

6 19.05. Lexical Categories 1 Brown et al. (1992)
7 26.05. Lexical Categories 2 Finch and Chater

(1993); Roberts (2002)

8 02.06. RLs: EM Manning and Schütze
(1999, Ch. 9);
Vidal et al. (2004a,b)

9 09.06. RLs: ALGERIA, RLIPS Carrasco and Oncina
(1994, 1999)

10 16.06. RLs: MDI, MALGERIA Thollard et al. (2000);
Habrard et al. (2003)

11 23.06. CFLs: EM Manning and Schütze
(1999, Ch. 11); Charniak
(1993, Ch. 6,7)

12 30.06. CFLs: GAs Lankhorst (1994)
13 07.07. CFLs: ABL van Zaanen (2000)
14 14.07. CFLs: DGs Klein and Manning

(2004)
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